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Abstract—**Most of the data in the field of social media has many features. Accordingly, one of the main challenges in this field is processing such high-dimensional data. Researchers are motivated to propose novel approaches in order to overcome this problem. One of the best solutions is extracting the effective information from data pool and discard unnecessary one. Feature selection is a known technique which aims to distinguish discriminative features. Because of the unlabeled nature of datasets in social network, an Unsupervised Feature Selection algorithm might be a good scenario. In addition to features information, we confront inherently linked users in social network datasets. This is because a stronger unsupervised feature selection is needed which ignores the independent and identically distributed assumption. Hence, by optimizing a novel objective function in this paper, feature ranking is done and top features are extracted for further processing. This objective function incorporates both the relationship between users and information of users' features. The experimental results on real-world social network datasets demonstrate the effectiveness of our proposed approach.**
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# Introduction

The rapid growing of social network services such as Facebook and Twitter in recent years, allows millions of users to participate in online social activities. Social network services have to be able to handle high-dimensional and massive data. However, due to curse of dimensionality and lack of scalability, processing data via classification or clustering would be an undeniably challenge. One effective approach to handle high-dimensional data is feature selection[1], [2], which tries to select a subset of features from pool of features that minimize redundancy and maximize relevance to the target (e.g., class label). Feature selection aims to improve the performance of learning models by alleviating the curse of dimensionality, speeding up the learning process, and improving the generalization capability of a learning model [3], [4].

Feature selection algorithms are categorized into supervised and unsupervisedmodels. In supervised feature selection, the training data is labeled and the correlated features are accessed based on distinguishing different classes. Supervised feature selection algorithms usually suffer from high complexity. On the other hand, unsupervised feature selection algorithms use unlabeled data and they are particularly difficult due to the definition of relevancy of features becomes unclear [5], [6], [7]. Furthermore, with high-dimensional data, it is likely to find many sets of features that seem equally good without considering additional constraints [5], [6]. Most existing feature selection algorithms work with independent and identically distributed data, while social media data is inherently linked; adding further challenges to feature selection.

As stated above, social network datasets consist of some users which are probably connected to some like-minded participates. Each user has its own features which might be composed of its provided tags, personal information or etc. Figure 1 shows a small example of linked data in social network consists of ten distinct users with twelve features.

Clearly, in most social networks, only some features are available for a single user. This is because the users usually fill in their basic fields such as name and gender, but seldom introduce their interests and other detailed information. Additionally, due to the privacy issues, most social network sites limit the access to some personal information. Accordingly, in the example shown in Fig.1, user has features, and but not features, and .

1. A sample of linked social media data with six users and eight features.
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In this paper, we would like to develop a novel feature selection algorithm by considering linked property of social network data. In particular, we aim to exploit and model the relations among data instances, and to take advantage of these relations for feature selection in an unsupervised scenario. In supervised learning, label information plays the role of constraint. Without labels, alternative constraints can be used, such as data variance and separability [8], [1], [9]. Because of the importance of discriminative information in data analysis, it is beneficial to exploit discriminative information for feature selection. However, how to select discriminative features in unsupervised scenarios is a significant but hard task due to the lack of labels.

In order to consider both relationship between users and discriminative information, we propose an Unsupervised Feature Selection framework for Social network datasets (UFSS) which takes into account the followings:

First, users are clustered by applying relationship between them and we search for a subset of features by which the clustering results become reachable.

Second, we seek for some features by which separability between users with respect to their features becomes as much as possible.

The rest of this paper is organized as follows. The related work is presented in next section. Then, we formally define the problem of unsupervised feature selection for linked data in social network in Section 3. Our new framework of unsupervised feature selection for social network, UFSS, is introduced in Section 4, including approaches to capture link information, optimization, and convergence analysis. At the end, experimental result with discussion is presented in Section 5 and concludes this work in Section 6.

# Related Work

Traditionally, feature selection algorithms can be either supervised or unsupervised [1, 4] based on the training data being labeled or unlabeled.

Supervised feature selection methods [4] can be broadly categorized into the *wrapper* models [10, 3] and the *filter* models [11, 12]. The wrapper model uses the predictive accuracy of a predetermined learning algorithm to determine the quality of selected features. These methods can be egregiously expensive to run for data with a large number of features [13]. The filter model separates feature selection from classifier learning so that the bias of a learning algorithm does not interact with the bias of a feature selection algorithm. It relies on measures of the general characteristics of the training data such as distance, consistency, dependency, information, and correlation [11]. Many researchers paid great attention to developing unsupervised feature selection [14]. Unsupervised feature selection [15, 1] is a less constrained search problem without class labels, depending on clustering quality measures, and can eventuate many equally valid feature subsets. With high dimensional data, it is likely to find many sets of features that seem equally good without considering additional constraints. Another key difficulty is how to objectively measure the results of feature selection. A wrapper model is proposed in [1] to use a clustering algorithm in evaluating the quality of feature selection.

Recently, sparsity regularization, such as the 2,1-norm of a matrix [16], in dimensionality reduction has been widely investigated and applied to feature selection including multi-task feature selection [17, 4], robust joint 2,1-norms [18], spectral feature selection [19], discriminative unsupervised feature selection [20]. Through sparsity regularization, feature selection can be embedded in the learning process.

LinkedFS [21] is a supervised algorithm which attempt to select features on social media data. various relations (coPost, coFollowing, coFollowed and Following) are extracted following social correlation theories [22]. LinkedFS significantly improves the performance of feature selection by incorporating these relations into feature selection. The first attempt to select features in an unsupervised manner in social media is LUFS [25, 29]. LUFS utilizes graph regularization and social dimension regularization to capture the individual and group behaviors of linked instances, separately. Also, it introduces the concept of pseudo-class labels to guide extracting constraints from link information and feature-value information.

# Proposed method

We first introduce the notations and definitions in our paper. Let U = {u1, u2… un} be the set of users where n is the number of users and f = {f1, f2 . . . fm} be the set of features where m is the number of features.

We have X = [x1, x2 … xn] ϵ where irepresents ui and xij is the frequency of j used by iand R ϵ denotes the link information for social network data. The value of Rij would be one if ui and uj are linked, zero otherwise. Here, there are undirected connections among users, i.e., R = RT. We assume that the data, X, is centered, where , which can be realized as where H = In −.

Given and , we aim to find a mapping matrix W Є which provides Y=WTX where Y ϵ .

Since X is centered, it is easy to verify that Y is also centered,

(1)

In order to find matrix W, a proposed objective function in this paper should be minimized. This objective function captures both information of X and R matrices.

By capturing users’ relationship matrix , we apply a known graph partitioning based on spectral factorization [ref] and make matrix ϵ . It is clear that, we aim to find W such that the difference between and is minimized. So, we form the first part of our objective function as follows:

(2) (2)

where is the -norm of and controls the capacity of this matrix. Also, minimizing ensures that is sparse in rows, making it particularly suitable for feature selection and is defined as follows,

(3)

We use Ferobenius norm to calculate the difference between and , which is defined as the [square root](http://mathworld.wolfram.com/SquareRoot.html) of the sum of the absolute squares of its elements. The Parameter is used to control the sparsity of .

The second part of our objective function is formed by taking into account the users information matrix and apply discriminative information. A well-known method to utilize discriminative information is to find a low dimensional subspace in which is maximized while is minimized [27]. The between class scatter matrix and total scatter matrix are defined as follows:

(4)

where is the mean of all samples, is the mean of samples in the ith class, ni is the number of samples in the ith class, is the data matrix after being centered, and TT-1/2 is the scaled label matrix.

On the other hand, the between class scatter matrix and total scatter matrix in the reduced space are defined as follows:

By maximizing the following term (minimizing the negative) and merge it by the previous part, objective function is completed.

So,

(6)

The parameter controls the discriminative information value.

Also we have,

W can be updated as:

W 🡸 (7)

where is a diagonal matrix with the ith diagonal element as .

*Proof:* The Lagrangian function of the objective function is:

To minimize , we take the derivative:

Setting the derivative to zero, we can obtain the update rule of equation 7, which completes the proof.

Based on calculated update rule for W, we develop algorithm 1.

**Algorithm 1: UFSS**

Input: ()

Output: features

1. Do graph partitioning on R and make P
2. Calculate F = PT (PPT)-1/2
3. Initialize Dw as identity matrix
4. Initialize
5. While not convergent do
6. Update diagonal matrix Dw, where the ith diagonal element is
7. Update W as
8. End while
9. Sort each feature according to in descending order and select top\_q ranked ones

The larger the norm of , the more relevant the ith feature is.

# Experiments

In this section, we present experiment details to verify the effectiveness of the proposed framework, UFSS. After introducing real-world social media datasets, we first evaluate the quality of selected features in terms of clustering performance, and then we study the effects of parameters on performance.

We collect two datasets from real-world social media web- sites, i.e., BlogCatalog and Flickr, which are the subsets of two public available datasets used in [28] to uncover overlapping groups in social media. Some statistics of the datasets are shown in Table 1.

1. Statistics of two real world datasets.

|  |  |  |
| --- | --- | --- |
|  | BlogCatalog | Flickr |
| #Users | 88,784 | 35,313 |
| #Features | 5,413 | 77,263 |
| #Links | 2,818,224 | 3,017,530 |
| #Classes | 60 | 200 |

We reduce BlogCatalog dataset to uncover the users which are being in more than one category. Also, to have balanced distribution of users, 14 categories are selected in which between 200 and 500 users exist. Indeed, the number of users is reduced to 4923 with 14998 links. In a similar manner, Flickr is also reduced to cover about 7,000 users with 9 classes. Since the original Flickr is a multi-class dataset, those users which are in the first nine classes are only selected.

LUFS is compared with the following three unsupervised feature selection algorithms,

* UDFS [20] selects features in batch mode by simultaneously exploiting discriminative information and feature correlation.
* Laplacian Score [24] evaluates the importance of a feature through its power of locality preservation.
* LUFS [25, 29] which is an unsupervised feature selection and employs relations as groups via social dimensions.

The clustering quality is evaluated by two commonly used metrics, Mean Silhouette [23] and Entropy.

Silhouette refers to a method of interpretation and validation of [clusters of data](http://en.wikipedia.org/wiki/Cluster_analysis). *a(i)* be the average dissimilarity of *i* with all other data within the same cluster. Any measure of dissimilarity can be used but [distance measures](http://en.wikipedia.org/wiki/Distance) are the most common. We can interpret *a(i)* as how well *i* is assigned to its cluster (the smaller the value, the better the assignment). We then define the average dissimilarity of point *i* to a cluster *c* as the average of the distance from to points in c.

Let *b(i)* be the lowest average dissimilarity of i to any other cluster which *i* is not a member. The cluster with this lowest average dissimilarity is said to be the "neighboring cluster" of *i* because it is the next best fit cluster for point *i*. We now define:

(7)

Mean silhouette is calculated over all users.

Furthermore, given two variables P and Q, NMI is defined as:

(9)

Where is the mutual information between P and Q, and H(P) and H(Q) are the entropies of P and Q [26]. Denote as the number of data in the cluster according to clustering results and be the number of data in the *h*-th ground-truth class . NMI is defined as follows [26].

(8)

where is the number of samples that are in the intersection between the cluster and the *h*-th ground truth label. Again, a larger NMI indicates a better clustering result.

UFSS has three important parameters: the number of spectral clusters (), controlling discriminative information (), and controlling the sparsity of W (). Each parameter is set by fixing the others to see how the performance of UFSS varies with the number of selected features. The best value of are estimated 8, 0.9, 0.3 for BlogCatalog and 9, 0.5, 0.1 for Flickr respectively.

The comparison results w.r.t both Mean silhouette and NMI are demonstrated in Table 2 and 3 for Flickr dataset and in Table 4 and 5 for BlogCatalog.

1. Mean Silhouette versus different feature selection algorithms in BlogCatalog

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **No. of features** | | | | | |
| Methods | 200 | 400 | 600 | 800 | 1000 | 5413 (All features) |
| LUFS  Laplacian  UDFS  UFSS | 0.5229  0.5042  0.8760  0.9355 | 0.4952  0.5298  0.8444  0.8928 | 0.4751  0.4747  0.7992  0.8420 | 0.4278  0.5056  0.7589  0.7665 | 0.4275  0.4720  0.7387  0.7498 | 0.3806 |

1. NMI versus different feature selection algorithms in BlogCatalog

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **No. of features** | | | | | |
| Methods | 200 | 400 | 600 | 800 | 1000 | 5413 (All features) |
| LUFS  Laplacian  UDFS  UFSS | 0.0102  0.0110  0.0125  0.0298 | 0.0078  0.0112  0.0148  0.0292 | 0.0091  0.0100  0.0135  0.0270 | 0.0100  0.0096  0.0138  0.0242 | 0.0090  0.0105  0.0141  0.0206 | 0.0081 |

1. Mean Silhouette versus different feature selection algorithms in Flickr

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **No. of features** | | | | | |
| Methods | 200 | 400 | 600 | 800 | 1000 | 9045 (All features) |
| **LUFS**  **Laplacian**  **UDFS**  **UFSS** | 0.7369  0.8993  0.7209  0.9893 | 0.6874  0.8200  0.7632  0.9805 | 0.6478  0.7394  0.6831  0.9782 | 0.6460  0.6859  0.6552  0.9628 | 0.6647  0.6610  0.6763  0.9538 | 0.6265 |

1. NMI versus different feature selection algorithms in Flickr

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **No. of features** | | | | | |
| Methods | 200 | 400 | 600 | 800 | 1000 | 9045 (All features) |
| **LUFS**  **Laplacian**  **UDFS**  **UFSS** | 0.0088  0.0035  0.0034  0.0138 | 0.0148  0.0038  0.0042  0.0164 | 0.0066  0.0032  0.0039  0.0154 | 0.0133  0.0040  0.0036  0.0147 | 0.0143  0.0032  0.0037  0.0158 | 0.0031 |

The results demonstrate that UFSS outperforms three other algorithms. With the increasing number of selected features, the value of mean silhouette always degrades. Although NMI for UFSS compared to other algorithms is more, generally its value is small. This is because the samples are placed in a ground-truth class, at the end are not necessarily clustered in a same cluster and this leads to a decrease in NMI.

Like the previous, the value of mean silhouette is always keeping increasing with the rise of features. Notice that the difference between mean silhouette of our approach and three other algorithms is relatively high.

# Conclusion

Because of the independent and identically distributed nature of social network datasets, it presents new challenges to traditional feature selection algorithms. In this paper, we propose a novel unsupervised feature selection framework, for linked data.

We utilize both the relationship between users and information of users' features and propose an objective function. In this function, we seek for a mapping matrix in which the discriminative information of each features exists. Finally, the ranked features are obtained utilizing this mapping matrix.

Experimental results on two datasets from real-world social media websites show that the proposed method can effectively exploit link information in comparison with the state-of-the-art unsupervised feature selection methods.
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