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Abstract— Fault detection and diagnosis (FDD) of power sysins
have become important issues due to the high powguality (PQ)
demands for modern systems. For this purpose, wawl
transform is invoked to extract features of different transient
disturbances. Then, an artificial neural network (ANN) as a
powerful intelligent method is employed to automatally classify
the disturbances based on their features. The endes of the
features based on Parseval's theorem are used tain the ANN.
The collected data of Fars power system is consider¢o evaluate
the proposed FDD approach. Simulation results showthe
approach can diagnose different fault categories ahdetect the
fault locations.
Keywords- Power Wavekt
transform; fault.

quality; intelligent methods;

. INTRODUCTION

Recently, power quality has been an issue for costs and
power suppliers. The characteristic of new devisesh as
computers, power rectifiers, large inductions, #&aoes,
invertors could highly deteriorate the power qualih the
power distribution systems [1].0On the other harltk hew
equipments are sensitive to different disturbanc&he
demand for better power quality increases compaititin
electricity markets and thus fault detection andgdbsis
would be the first steps in the power quality imgment [2].
The power quality problem is the deviations of agh or
current waveforms from their ideal forms in the pow
distribution systems [3] although most researcheysk only
with voltage waveforms. Various faults may occurpiower
distribution system and each of them has its eapsources.
The most common faults are sags (dips), swellsnbaics,
momentary interruptions, transient oscillations, tches,
spikes, etc [1]. Different fault characteristice atefined in
IEEE standard 1159.

Electricity companies need to monitor power qudaiityeliver
electricity with high qualification. For this purpe, electricity
waveforms are monitored using recorders in
distribution substations [4]. Processing large anmhad data is
time consuming and it increases error in such systeTo
improve quality, automatic identification and cldisation
methods are proposed for power quality improverf&nt].
Fault detection and diagnosis in power quality &insf two
steps. The first step is feature extraction andsto®nd step is
classification. Fourier transform (FT), waveletiséorm (WT)
and S-transform (ST) are three famous methods gnasi
processing which are usually used for feature etitma [5].

FT is the most common method in signal processihighvis
suitable for analyzing stationary signals. Howevenn-
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stationary signals cannot be diagnosed by FT. Ta déh
this issue, short time Fourier transform (STFTppplied to
non-stationary signals by assuming a fixed windowdcus
on certain period of time [5]. Although it can bsed for
simple time varying signals but it may face somidalilties
in non-stationary signals with high degree of noadirity or
uncertainty [6]. This is due to the limitation tfe fixed
window. Wavelet transform (WT) is widely used inwer
quality for analyzing signals [2, 5, 7-13]. It pidegs a short
window for high frequency components and long windor
low frequency components [7], so it can be used tiime
varying signals. WT is able to consider the timed ghe
frequency information together; therefore, it iotm as a tool
for time-frequency representation of signals [1BHransform
(ST) is obtained by phase correction of WT [14] &ritas the
ability to detect disturbance correctly at the pre of noises
[1].ST is used in the field of power quality foretHeature
extraction [1, 12, 14-19].

After extracting features of signals, different hats are used
for classification and diagnosing of the faults.efid are two
main classification methods in the literature ofvweo quality,
parametric and non-parametric methods. Parameteithads
like mean, variance are used when statisticalidigions of
faults are accessible. Unfortunately, they are available in
the most cases. On the other hand, non-paramettbouis
need no statistical characteristic of the signal &xample,
they can be considered by a description of theatsgriike,
fuzzy logic (FL) [5], or data driven methods, sucls,
artificial neural network (ANN) [7]or kernel basedethods
like support vector machine (SVM) [3] . Intelligentethods
are proved to be powerful in many applications iffecent
fields like estimation [20, 21], classification [223]. ANN as
a famous intelligent
characteristics of signals, learn from data, ana @ proper
response for new data input.

This paper presents a new method for fault detectind

POWeHiagnosis in Fars power distribution system. Fis furpose,

WT is applied on faulty voltage signals to extrabeir

features. Then, an ANN as a powerful intelligerd! is used
to classify the faults. The novelty of the purpossethod is in
its simplicity and the way it is designed. The desid system
can diagnose different faults correctly. The tydefaulty

signal is diagnosed by its energy feature vectorsas to be
mentioned when a fault occurs at some locatioalways has
an influence on the other locations of the powesteay and
the effect of the fault can be seen in differemiations. This
paper also introduces a new method for detectirg fault

method can effectively capture



location. The original location of faulty signalrche detected
by measuring energy of signal at different locatiaf the
power system. Finally, the proposed FDD approaatolisist
against noise. Through a simulation study, reaa ddtFars
power distribution system are used. Simulation ltesshow
the ability of the proposed method in diagnosingtfa

The paper is organized as follows. Section Il tHates
different faults in power distribution system adatiog to

IEEE standard 1159. Section Il presents the btsory of

the methods used in this paper. Design methodoky
simulation study are considered in Section IV. Satian

results are demonstrated in Section V. Finally, chuding

remarks are given in Section VI.

II. FAULT DESCRIPTION IN POWER QUALITY

This section illustrates different fault categoriegpower
distribution System. Table 1 presents charactesisif power
quality disturbances based on IEEE standard 1159.

Table 1: Different fault categories based on IEEEtandard 1159

In Table 1, column 2 , 3, 4 and 5 present fault @em
frequency characteristics, duration time and magheit
voltage, respectively. Fig. (1) shows three faméaudts in
power distribution system. In the following subsews, these
are described in more details.

A. Sag (Dip) fault

This is the most common fault in power distributeystem. A
typical sag fault shows in Fig. (1). In this fautbagnitude of
signal declines between 0.1 and 0.9 pu. This iseteadin

Table 2. It is noticed if magnitude of signal dexses to less
than 0.1, this is noise, not sag. Further, if thegnitude of
signal reduces to more than 0.9 it is interrupteorg if time of

fault takes more than one minute this is under agat
according to Table 1.

B. Swell fault

This is a common fault in power distribution systeim this

num Categories Typical Typical Typical fault, magnitude of signal takes a level betweeh dnd 1.8
bers spectral duration voltage his i deled i ble 2 . iced ifaniud "
content magnitude | PU- T is iIs modeled in Table 2. It is n(_)t|c_e i gnau eo

1.0 Transients signal increases to less than 0.1, this is noisg, swell.

11 Impulsive _ Besides, if time of fault takes more than one nentltis is
11.1 Nanosecond 5-ns risg <50 ns over voltage according to Table 1.

112 Microsecond 1us rise 50 ns-1 ms C. Harmonics fault
1.1.3 Millisecond .1-ms rise >1ms )
1.2 Oscillatory L. . L. .
121 Low frequency <5k Hz 350 ms 04 pu (per This is a fgmou_s fault in power d|§tr|but|on syssar_nn
unit) harmonics distortion, the faulty signal is madesioynmation
121}  Medium frequency 5};500 K 20us 0-8 pu of the wave form with the fundamental frequency aaderal
z . . .
53 High frequency VT 3 04 pu waveforms vylth integer .mult|ple of the fundame_ntal

50 Short duration frequency. This is modeled in Table 2. In the nezses, this

variations fault contains harmonic 3, 5, 7, 9, 11. Bigger hamius can be

2.1 Instantaneous ignored in most cases. Nevertheless, IEEE standdfb
211 Interruption -5-30 cyc <.1pu considers all harmonics smaller than100.

212 Sag (Dip) .5-30 cyc .1-9pu
2.13 Swell .5-30 cyc 1.1-1.8 pu .

2.2 Momentary ‘- Sag (Dip)

221 Interruption 30 cyc-3sec <.1 pu o - " p
222 Sag (Dip) 30 cyc-3sec .1-.9 pu | \ M ™\ N\ N/ \ / A \
2.2.3 Swell 30 cyc-3sec 1.1-1.4 pu o \.' / X Py £ K F X . \ { [ \

2.3 temporary osl \/ b‘, ,"‘ L 7 AN \ | \ / i \ /
23.1 Interruption 3sec-1 min <.1lpu \J/ - = v/ v W/ \J
232 Sag (Dip) 3sec-1 min .1-9 pu i e e e
2.3.3 Swell 3sec-1 min 1.1-1.2 pu .

3.0 | Long duration variationg - Sl

3.1 | Interruption (Sustained >1 min 0.0pu ; ~ “~ " ~

3.2 Under voltages >1 min .8-.9 pu e ’n\ f \ i; \, I,f \ [ f \ N \

3.3 Over voltages >1 min 1.1-1.2 pu = 1\ I’ | | \\ !, | ['l \I f | p" ‘1'
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5.1 DC offset Steady state 0-.1% . ' L 3 g =

5.2 Harmonics 0-100 k Steady state 0-20% LT i Mo ey DD R e
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Fig. 1. Three famous faults in electricity disttiiom system.



Table 2:Mathematical models of the common power quiy faults

fault Mathematical model
Sag | y(t)=A(1-a(U(t1)-U(t2)))xsin(wt) , .1e<.9 ,

tl:time of beginning fault t2:time of finishingdlt, T=2T/W
Swell | y(t)=A(Q+a(U(t1)-U(t2)))xsin(wt) , .1€<.8,

tl:time of beginning fault t2:time of finishingdlt, T=27/W
Harm | y(t)=A(a1xSin(wt)+osxSin(3wt)+ossin(5wt)+oz.Sin (7wt)+og.sin (9wt) oy
onics | pnsin(liwt)), 0€.<.9, n=1,3,5,7,9,11, Tawv

. THE THEORY OF THE SUGGESTED
METHODS

In this section, first, the basic theory of diserewavelet
transform is briefly explained. Then, some concepts
artificial neural network are considered.

A. Discrete wavelet transform (DWT)
Discrete wavelet transform (DWT) presents a sigasl a
combination of scaling functions and their wavelas
different locations (positions) and scales (durgtidndeed,
DWT is used to map a discrete signal into diffemesolution
levels [13]. Malat builds a unique framework forscliete
wavelet, known as multi-resolution analysis (MR2%]. The
purpose of the MRA is to decompose sidif&l € L, (R). For
this aim, considef(t) as a linear combinations of scaling
functions and its orthogonal wavelets as follows:

f() = ;;_C—oo Ao Pos(t) + X 24 Ll Pmi (1)
Bi(t) =272 d2™t — k), m, ke Z @)
Yok (t) = 22 (2™t — k), m, ke Z 3)

Whereo(t) andy(t) are scaling functions and their orthogonal

wavelets, and m and, k are dilation and translaféamtors of
the scaling functions and the wavelets, respegtivielhas to

-m
be noticed tha2™ is used as an energy normalization

factora,; andd,, can be computed as the following:
Ao =<f,Po> 4)

d‘m,k =<f, Y™ )
Fig. (2) shows the decomposition of a signal basetRA.

Fig. 2. The decomposition of a signal based on MRA.

The energy of the sign#l(t) based on Parseval's theorem ca
be formulated as follows:

Esignar = Jo If ©)12dt = Z¥_|F[n]|? (6)
Where T and N are time period and length of thenaig
respectively.

B. Artificial neural network (ANN)

Ability of artificial neural networks (ANNSs) to lea complex
nonlinear functions motivates their applications different
fields. The layered topology of neurons providekarning
capability to imitate a general nonlinear functidrnerefore,
multi layered perceptron (MLP) represents the nfastous
class of neural networks, consisting of multiple/eis of
artificial neurons in a feed forward structure hewn in Fig.3
for one hidden layer configuration. It potentiaflyovides a
generic model representation for nonlinear black &gstems
which can be adapted with experimental input outiata [20,
25, 26]. The procedure of training an MLP neurtwork to
learn a desired dynamic representation conceptuetjgrded
as system identification. Error back propagationP)B
algorithm presents an promising scheme to recuysitrain
the MLP network. [26].
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Fig. 3. MLP structure.
V. DESIGN METHODOLOGY AND
SIMULATION STUDY FOR THE SYSTEM
In this section, first, wavelet transforms of fauhtroduced in
Section Il are analyzed and proper features aeetgsl. Then,
An MLP network is tuned to classify the purposedtta

A. Feature extraction with wavelet transform
Feature extraction is an important task in pattern
reorganization, classification, machine learningd adata
mining [3]. Feature extraction is used to find themmon
properties among a group of signals. This has h éffgct on
the accuracy of classifiers. On the other hand, elev
transform is a powerful method for analyzing naatishary
signals, because of this; it is widely used in powaality
problems [2,5].
This section presents the suggested feature eginactethod
based on wavelet transform. For this purpose, thdtyf
signals are decomposed by MRA method to obtain
decomposition levels known as details. To have cessful
feature extraction and classify different faultsisi important
to choose level of decomposition and type of wavele
properly. For this reason, decomposition of sagaligs made

nioy different types of wavelet to evaluate which elav is

more efficient for the suggested design methodolddgar,
Daubechies 3 (db3) and Daubechies 5 (db5) are asdtie
mother wavelets. The level of decomposition is ehos be
4. Fig. 4 shows the sage signal and its decompaslévels



for the mentioned mother wavelets. The verticakasi per
unit and the horizontal axis is the sampling tinteach
sampling time lasts 0.00146.
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Fig. 4. Sage signal and its decomposition levai$ifmar, db3 and db5

wavelets.

It can be indicated from Fig. 4 that the start tiamgl the end
time of the fault can be identified by different tiner wavelets
at 100 and 700, respectively. It is important tdenthat the
start time and end time of the fault can be idedifwith the

Daubechies wavelet. However, when the length of ehav
increases, the decomposition levels have less amofin
information about the faulty signal, so Daubechiesvelet

with big length is not suitable for feature extrant To have a
proper feature extraction and to identify the stiane and end
time of the fault, a compromise has to be made cb®l is

chosen to be the mother wavelet. Fig 5 and 6 shesll ind

harmonics faults and their decomposition levelshwib3

wavelets.
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Fig. 5. Swell fault and its decomposition levelshndb3 wavelets.
In this paper, the energies of decomposition lEe®?, D3
and D4 are computed by Eq. (6) and they are usefkébure

extraction. It should be mentioned that D1 doeshaste much
information and it only contains the noise and fasinges of
the faulty signal, so it is not suitable for idéyitig different
types of faults. It is only used for detecting #tart time and
end time of the fault.
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Fig. 6. Harmonics fault and its decomposition lsueith db3 wavelets.

In real implementation, the characteristics of sag swell
signals are the same as they have the same slowefrey
manner, because of this, the magnitude of theyfaidnal per
healthy signal is taken as an extra parameter stinduish
between these two faults. This parameter is nanfeddnew
vector is taken as a feature in the following:

Feature vector = [A1 D2 D3 D4] @)

B. Clasdification with MLP network
This subsection presents the structure of the stgdgeMLP
network for classification of different faults.
The aim is to design an MLP network to receive fegture
vector in Eq. (7) and classify the faulty signafreatly. For
this purpose, a three layered MLP network with foyuts,
eight neurons in the hidden layer and one outpde&gned.
Logsig (Log-sigmoid) and linear functions are usadthe
hidden and output layers, respectively. The dedicdtLP
network is tuned by BP algorithm to classify diffat faults.
Real data (healthy and faulty) of the far distribntcompany
is used for training the suggested MLP network.fddént
output level ranges are considered in the MLP wicite
different faulty cases. For this purpose, outpwele in the
ranges of -0.5 to +0.5 is considered as a healisg and 0.5
to 1.5, 1.5 to 2.5, 2.5 to 3.5 are allocated tosthg, swell and
harmonic cases, respectively. A white noise, ha®i¥tgof real
data are added to input data to make the suggeédidel
network robust against uncertainty and increasesgbdity of
the classifier.

V. SIMULATION TESTS AND RESULTS
In this section, real faulty signals from Fars powe
distribution system are considered to evaluate EizD



system. For this purpose, data of four power statincluding
Ghaemieh, Neiriz, Kazeroon and Lar power statian @sed
for test study. Figs 7, 8, 9 and 10 show three @Haslty
signals of the above power stations, respectivitlgan be
indicated that the power stations of Ghaemieh aatliNare
400kw and the power stations of Kazeroon and Lar280kw.
To use these power station datasets, first, these ha be
normalized. Then the feature vectors for all thpbases of
the power station are obtained. Finally they apgplthe MLP
network to classify the signals.
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Fig. 9. Data of Kazeroon power station
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Fig. 10. Data of Lar power station

It can be seen from Fig. 9 that a sag fault ocoupghase
1 of Ghaemieh power station and it has an effeqifase 1 of
Neiriz power station too.

Fig.11shows phase 1 of the four power stationsthanl
decomposition levels.
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It can be indicated from Fig. 11, D1 waveformsttha
fault occurs in Ghaemieh and Neiriz power statialsp, the
start time of the faults in Ghaemieh and Neiriz postation is
identified by D1 at 90 . Besides the output of MtlBssifier
for Ghaemieh, Neiriz, Kazeroon and Lar show 0.8968037,
0.1770 and 0.4068, respectively. Therefore the Eh&w sag
fault inGhaemieh and Neiriz power station correcHinally,
the energy of the normalized phasel in GhaemiehNiedz
power station are computed by Eq. (6). They are1Z8D and
262.6750. Because the type of fault is sag, thatiog of the

200400 600 800



fault belongs to the signal with smaller energy.ughthe
original location of fault is in Ghaemieh powertgia.

VI . CONCLUSION

This paper presented a new FDD approach for Favgeipo
distribution system using feature extraction anteliigent
methods. For this purpose, first, different typdsfaults in
power quality system based on IEEE standard 1158 we
introduced. Then, wavelet transform was applied féature
extraction of the considered faulty signals. Using
decomposition levels of the signals, their energiesre
computed. The energy and an extra input are fedtie MLP
network to classify faulty signals. To increase ustiness of
the system a 5% white noise was added to the infiits
suggested approach could successfully diagnosiestyqf
faults and their original locations. Simulationtteshowed the
ability of the FDD approach on real data of Faravemo
distribution system.
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