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Abstract— Considering the necessity of accurate power load demand prediction, a satisfactory method based on Modified Honey Bee Mating Optimization (MHBMO) algorithm and Artificial Neural Network (ANN) is proposed to improve the degree of conformity of the predicted load demand to its actual value. The main obstacle in the use of evolutionary algorithms for training ANNs is the problem of requiring so much time for the training process as well as the weak stability of the evolutionary-based training methods to adapt ANNs weighting factors. Therefore in this paper, a new evolutionary-based training method is proposed to overcome the mentioned shortcomings satisfactorily. Also a new modification process is proposed to improve the performance of HBMO algorithm to explore the entire search space effectively. In order to show the feasibility and efficiency of the proposed method, a real case study is investigated and the simulation results are described, precisely. In addition, to show the satisfying performance of the proposed method over the other methods, a complete comparison with some of the most well-known algorithms (GA, PSO, and HBMO) and techniques (ANN, SVR, AR and ARMA models) in the area of load forecasting is implemented.
Index Terms— Modified Honey Bee Mating Optimization (MHBMO), Artificial Neural Network (ANN), Load Prediction.

I. INTRODUCTION
E
LECTRICAL energy as a significant and indivisible factor in the growth of social life with an ever growing role in the world-economic has become the centre of attraction of many researchers in recent years. The necessity of accurate planning for the future electrical energy consumption to supply the needs reliably and securely has made the scientists and the researchers to attempt for finding sufficient and reliable methods to gratify these requirements.         

Load prediction is the process of forecasting the future electrical energy demand so that to cope with the growing requirements. Load prediction determines that which power units should increase their power production and which generators should be dispatched. Also, it gives the planners and power engineers a good view for budget planning, safe scheduling and economic managing of power systems [1-3]. According to the time horizon of the prediction, it can be divided into three categories: short-term load prediction, mid-term load prediction and long-term load prediction [4]. Prediction from an hour to several weeks is supposed as short-term load prediction. On the other hand, monthly and annually load prediction are considered as mid-term and long-term load prediction respectively. 
Traditional methods based on time series modeling [5], statistical linear regression like autoregressive (AR) and autoregressive moving average (ARMA) have been used as a popular tool for load prediction in recent years [6-7]. In [8] Minimax Probability Machine Regression (MPMR) is presented as a model to forecast chaotic load time series. Here the regression function guarantees that the estimated load will be in a range of ε from the actual load value. Also in [9], a prediction method based on the largest Lyapunov exponent estimation is investigated. In recent years, ANNs as the result of their dominant ability in determining the nonlinear mapping between different nonlinear variables has become an admired method in the load prediction area [8]. In [10], the author has investigated the relationship between the weather and load variations so that to model this non-linear correlation more efficiently. A similar ANN based method is proposed in [12], while wavelet packet is used to capture the complex features of the load variations. Here firstly, by the use of wavelet packet, load data is decomposed into its low and high frequency components and then several neural networks are trained to predict each load frequency component separately. In [13], Recurrent Wavelet Network (RWN) is used for load prediction in which Orthogonal Least Square (OLS) is used to overcome the problem of RWN initialization simultaneously.

In recent years, use of evolutionary algorithms in the load prediction area has increased comprehensively. Among the most well-known evolutionary algorithms which are used in the load prediction problem are Genetic Algorithm (GA) and particle Swarm optimization (PSO) Algorithm. In [14], a complete comparison between GA, least absolute value filtering (LAVF) and least error squares (LS) is implemented and it is shown that the performance of GA is more satisfying than that of the other two methods. Also in [15], GA has been utilized to find the optimal parameters of support vector regression (SVR) so that the accuracy of modeling will be improved suitably. However, two important deficiencies which exist in the use of GA are: I) dependency of the algorithm on its structural parameters and II) possibility of being trapped in local optima. In [16] a new method based on HBMO algorithm is proposed to improve the accuracy of the ANN training process after applying traditional training techniques to the ANN. However, in their work, no comparison with the other well-known evolutionary algorithms as well as the other prominent methods is implemented while the lack of using a proper feature selection in the simulations has caused the results to be inappropriate with high prediction error. In [17-19], new PSO based methods are suggested and utilized to improve the accuracy of the load prediction. In [20], a fuzzy-PSO method is proposed to predict the load consumption values. In [21], PSO algorithm is utilized to find the optimal initial weights of Radial Basis Function (RBF) and then RBF network would complete the learning process. Here again, PSO algorithm suffers from the mentioned shortcomings; that is the dependency on the initial parameters and the possibility of being trapped in local optima. 

In this paper a new modified evolutionary algorithm based on HBMO Algorithm (MHBMO) is utilized to improve the performance of the feedforward multi-layer ANN so that to reduce the degree of uncertainty which exists in the load prediction problem. In fact the proposed method is investigated in two steps. Firstly, by the use of traditional methods, ANN is trained so that the best structure; including number of hidden layers, number of neurons in each layer and initial biasing and weighting factors are evaluated. In the next step, the proposed MHBMO algorithm is employed to optimize the weighting and biasing matrices which are found by ANN and therefore improving the training process. The main principal contributions of this paper are as follows: (I) the propose of a new method for training ANNs based on evolutionary algorithms; (II) the use of HBMO algorithm for the first time to solve load prediction problem; and (III) the introduction of a new modification process for HBMO algorithm so that to improve the overall ability of the algorithm (MHBMO) in optimization applications. HBMO algorithm performance greatly depends on the mating process and therefore suffers from the problem of being trapped in local optima. In order to improve the ability of the algorithm for the global exploration and search in the entire search space, the mating process is corrected and a new modification process would be introduced and used in this paper.

II. Multi-layer Feedforward Neural Network
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As shown in Fig. 1, multi-layer feedforward Neural Network is consisted of one input layer, one or more hidden layers and one output layer. Each layer is composed of some nods or neurons. 
Fig.1. Two layer feedforward Neural Network diagram
The number of neurons in the input and output layer is equal to the number of input and output variables, respectively. Nevertheless, the determination of the number of hidden layers and also the number of neurons in each layer depends on the complexity of the problem as well as the training pattern which is utilized. In Fig. 1, Ni, Nh and No are the number of neurons in the input layer; the hidden layer and the output layer, respectively. It is worth to note that, in this work, the sigmoid and the linear function are chosen as the hidden layer and the output layer transfer functions, respectively. The output of the ith neuron can be computed as follows:
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where f1 and f2 are the input and hidden layer transfer functions respectively, w1i,j is the weighting factor connecting the ith neuron in the input layer to the jth neuron in the hidden layer, w2i,j is the weighting factor connecting the ith neuron in the hidden layer to the jth neuron in the output layer; b1 and b2 are the biasing matrices of the hidden layer and output layer respectively.
III. The Evolutionary HBMO algorithm

A. Original HBMO

The honey bee society is consisted of three groups: the queen (female), the drone (male) and the workers (non-productive). Each bee in each generation is indicative of a solution expressed as Xi=[xi,1,xi,2,...,xi,N] in which N is the number of state variables. The new generation (broods' population) is produced by the mating process which is implemented between the queen and the drones' population. When mating process starts, the queen flies with her maximum speed and energy far from her nest. The mating process continues until the time that the queen speed or energy is reduced to a specific value or the queen spermatheca becomes full. The probability of adding the sperm of drone D to the queen spermatheca is as follows:
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where S(t) is the speed of the queen at time t and Δ(f) is the absolute difference between the fitness of the queen and drone D. After finishing the mating process, it's the workers duty to take care of the broods to grow. This process of improving the broods' genotype is implemented by the use of heuristic methods such as crossover and mutation. Now if the best brood is better than the queen then will replace it, otherwise the new generation is put aside and a new mating process is started. (For more description see [22-23])

B. Modified HBMO (MHBMO)
As mentioned before, HBMO algorithm performance greatly depends on the mating process. In the original HBMO, each brood is generated as follows:
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where Nsp is the size of the queen spermatheca, β is a constant value in the range of [0,1], Sp is the queen spermatheca matrix and Xbrood,j is the jth brood.

As mentioned before, in this paper, a new mating process is proposed to improve the performance of the algorithm. Thus, after that the queen spermatheca is generated completely then the breeding process is corrected as below. Not it that this process should be repeated for all the drones (Xi):

Firstly, two of the fittest individuals should be selected as the queens. The first queen is the best individual in the drones' population (similar to the original HBMO). For the selection of the next queen, the first best 10 individuals are separated from the drones' population. Now 5 individuals among these 10 individuals are chosen randomly in a way that n1≠ n2≠ n3≠ n4≠ n5. Now, the columnar mean value of these 5 individuals is evaluated and chosen as the new second queen:
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where mi is the mean value of ith elements of the 5 selected individuals, column-wise. Now, three new drones should be determined for applying the mating process. The first drone is selected as the mean value of all drones' population column-wise.  For the second drone, the columnar mean value of the spermatheca matrix is evaluated and assigned as the second drone. The third drone is selected from the population of the drones randomly in a way that Xj≠Xi. It is worth to note that the main idea for this modification is to move the position of all individuals toward the queen position. In fact since the queen position is the most satisfying among the individuals then if each individual move toward the queens’ position, then the total population would be improved effectively. 

Now by the use these two queens and three drones, six difference-values are evaluated as follows: 
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where TF is a heuristically determined constant factor which determines the degree of the movement of XD,m toward Xq,f. The value of TF is chosen from values 1 or 2 (TF =round [1+rand (0,1)]); in which rand is the random value generator and round is a math function that rounds each value to the nearest integer value. Also uf is a random value in the range of [0,1]. Now by the use of these six difference-values (ΔXqf,Dm), six modified individuals are generated as follows:
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Moreover, to enhance the diversity of the algorithm, the seventh individual is generated as the follows:
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where λ1, λ2 are random values in the range of [0,1]. Now the best individual among Z1,1, Z1,2, Z2,1, Z2,2, Z3,1,Z3,2 and Y is chosen as the new modified brood.

Another important difference between the MHBMO and the original HBMO is in the process of updating the drones' population. In the original HBMO, after generation of the broods' population, the last drones' population is discarded and a new one should be generated. In the proposed MHBMO algorithm, after that the new modified brood is generated; Xi position is compared with that of the new modified brood. If the new brood is better than (Xi) then replace it, else Xi will be kept in its position. Therefore after applying a complete breeding process, all the drones’ population is updated and selected as the new generation for the next iteration. 

C. Method Based on MHBMO Algorithm and ANN
As mentioned before, in this paper a new evolutionary-based training method is proposed to overcome the main shortcomings which exist in the use of evolutionary algorithms for training ANNs. The most serious problems which exist in the direct use of evolutionary algorithms for training ANNs are: (I) so much computational time which is required for optimizing the objective function as the result of the complex nonlinearity of the data samples while it may happen that the objective function does not reach to the satisfying limit; and (II) even after paying so much time for training the ANN with evolutionary algorithms, the results in a considerable number of times are worse than that of the traditional training methods (lack of robustness of the training method).

Therefore, in this paper a new training method based on ANN-MHBMO is proposed to overcome these two serious problems. It will be shown that the proposed method would overcome the shortcomings which exist in the use of traditional training methods as well as the deficiencies which exist in the direct use of evolutionary algorithms for the training of the ANN. MHBMO algorithm is used here to improve the biasing and weighting factors which are achieved by training the ANN. In fact, firstly, by the use of prevailing traditional methods, the ANN network is trained and the biasing and weighting factors are achieved. Now these biasing and weighting factors are chosen as the center of the control vectors in the MHBMO algorithm. In order to improve these biasing and weighting factors, a neighborhood variation range (range of error) for changing their values should be determined. If this range of variation is chosen so small then 


Fig. 2. The block diagram of the propose method

by limiting the values of the control vector in a small range, the effectiveness of the MHBMO algorithm will be reduced. On the other hand choosing a wide range of variation will reduce the ability of the optimization by increasing the entire search space. Thus, the following constraints are applied on the range of parameters of MHBMO:
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where Kmax and Kmin are constant values selected according to the weighting and biasing factors' values. The proposed method based on ANN-MHBMO is depicted in Fig. 2.

IV. Solution procedure of Load prediction based on ANN-MHBMO

In the proposed method, each control vector in the MHBMO algorithm (Xi) is consisted of the biasing and weighting factors of ANN layers: 
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Therefore, the size of the control vector is equal to the number of weighting and biasing factors which should be amended during the optimization process; that is: [1, Nw+Nb]. 

As mentioned before, MHBMO algorithm is used here to improve the training of ANN so that more accurate load prediction with less uncertainty will be achieved. In order to have a good measurement of the accuracy of the forecasted results, the following two criteria are used here:

I) Relative error or σi:


[image: image13.wmf]%100,1,2,...,

ii

ies

i

PT

iN

T

s

-

=´=


                      (12)

II) Mean Absolute Percentage Error (MAPE):
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where Pi and Ti are the estimated and the actual values of the ith load sample, respectively. Also, Nes is the number of data samples which should be predicted. 

How much MAPE is less, the forecasted load values are more accurate and therefore more dependable. In this paper, MAPE is used as the objective function for MHBMO algorithm. Thus, the main purpose is to minimize MAPE objective function as much as possible by adjusting the weighting and biasing factors sufficiently. The proposed method is implemented in the following steps:

Step1: defining input data. All the required data should be defined precisely including: training pattern data, the number of neurons in the input layer (Ni), the number of neurons in the output layer (No), the queen initial speed when starting the mating (Smax), the queen minimum speed at the end of the mating (Smin), the size of the queen spermatheca (Nsp), the number of drones (Ndrone) and the number of broods (Nbrood). 

Step2: normalization process. In order to find the best ANN structure with satisfying ability for prediction, all training and test data should be normalized in the same reference. 

Step3: Train the ANN. By the use of normalized data, ANN would be trained and all the weighting and biasing factors are evaluated.
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where WA,i and bA,i are weighting and biasing factors evaluated by the use of traditional training methods.

Step4: optimization of the weighting and biasing factors. Here by the use of MHBMO algorithm, the biasing and weighting factors which are evaluated and shown in Eq. (14) would be adjusted. The objective function is evaluated as follows:
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It should be noted that here the limitations of the search space are applied on the control vector as described in Eq. 10.

Step5: transferring the constraint optimization to an unconstrained one. The optimization problem should be changed to an unconstrained optimization problem by the use of augmented objective function which incorporates penalty factors as follows:
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where P(X) is the new unconstraint objective function; gj(X) and hj(X) are the equality and inequality constraints, respectively; Neq and Nunq are the number of equality and inequality constraints, respectively; K1 and K2 are penalty factors which are used so that the constraints would be observed. In this work, K1 and K2 are supposed to be 10*exp(8).

Step6: initial population generation. The initial population of drones is generated as follows:
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where NDrone is the number of drones.

Step7: objective function evaluation. For all drones, the objective function is evaluated.

Step8: selection of the queen. The best Xi with the most optimized objective function is selected as the queen.

Step9: generation of the queen spermatheca. Here the mating process starts. As mentioned before, the queen will fly by her maximum speed (Smax) far from her nest. Now by random selection of a drone from the drones' population, the mating process starts and continues until the time that the queen speed reaches to its minimum value (Smin) or her spermatheca becomes full.

Step10: generation of the broods. The breeding process in the original HBMO algorithm is simulated by equation (5). In this paper, the mating process is corrected so that to overcome shortcomings which exist in the original HBMO. This process was described in section III-B completely.

Step11: the royal jelly workers. The workers duty is to take care of the new broods so that to become high-quality influential bees. This process is simulated as follows: Around each brood, 10 broods are generated randomly and by evaluating the objective function for each of them, the best one replaces the main initial brood.

Step 12: if all the drones are updated go to the next step, else return to step 10.

Step13: updating the queen. The best individual in the broods' population is compared with the queen. If it has a better position than the queen's then replace it, else the queen will be kept in her position. 

Step14: Termination criterion: Check the termination criterion; if it is satisfied, finish the optimization process else go to step 9 and repeat the process.    

Now MHBMO algorithm would search the entire search space globally to find the fittest weighting and biasing factors to enhance the degree of conformity of the predicted power load to its actual value. 

V. Application Results

To see the feasibility and the accuracy of the proposed algorithm, here the electricity consumption of Fars province in Iran country from the first month of 2000 (April month) to the seventh month of 2010 (October month) is used as the training pattern of ANN-MHBMO, forecasting the electricity consumption in the eighth month of 2010 (November month).  The input and output variables of ANN are shown in TABLE I. 

TABLE I

 Input and output information of ANN structure

	
	Input/output variables

	Input 1
	  Load value in the same month of 5 years before

	Input 2
	  Load value in the same month of 4 years before

	Input 3
	  Load value in the same month of 3 years before

	Input 4
	  Load value in the same month of 2 years before

	Input 5
	  Load value in the same month of 1 year before

	Input 6
	  Load value of 5 days before the day forecasting

	Input 7
	  Load value of 4 days before the day forecasting

	Input 8
	  Load value of 3 days before the day forecasting

	Input 9
	  Load value of 2 days before the day forecasting

	Input 10
	  Load value of 1 day before the day forecasting

	Output
	  Load value of the day forecasting


It should be mentioned that the selection of the input variables are implemented by the use of fuzzy feature selection in [24]. The main characteristics of the fuzzy feature selection are the fast, simple and satisfying performance of this technique in comparison to the other types of feature selections.
To improve the prediction process, two hidden layers are selected experimentally. The ANN structure is a multi-layer perceptron (MLP) with 8 and 7 neurons in the second and the third layer respectively. It should be noted that the number of the layers and also the number of the neurons in each layer are selected experimentally. Also since all the input and output values are in the same reference, so it's not necessary to bring them in the same base or normalize them.

In TABLE II & III, a complete comparison between the values of the relative error (σi) and MAPE of the forecasted load values by ANN, Auto Regressive (AR) model, Auto Regressive Moving Average (ARMA) model, Support Vector Regression (SVR) and ANN combined with some well-known methods such as: Genetic Algorithm (GA), Particle swarm optimization (PSO) algorithm, the original HBMO algorithm and the proposed algorithm (MHBMO) are shown. 

TABLE II

Comparison of some well-known methods in the load prediction of November month, 2010

	day
	AR model
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	1
	3.1350
	    1.3462
	0.7559
	3.2315

	2
	3.5991
	    0.5042
	1.7862
	0.8168

	3
	3.7772
	    0.8990
	6.7086
	1.4446

	4
	0.1784
	    1.3187
	4.7744
	1.4718

	5
	6.8716
	    5.2053
	0.3579
	6.8558

	6
	7.2679
	    2.5765
	1.4770
	2.5119

	7
	0.2079
	    8.0767
	3.2650
	0.6244

	8
	1.6378
	    4.9890
	3.6543
	1.1504

	9
	0.9944
	    1.7103
	9.7528
	2.2097

	10
	1.5470
	    1.1400
	2.1541
	4.7436

	11
	3.5224
	    6.8016
	0.2630
	1.4951

	12
	2.7510
	   11.9727
	3.0130
	1.5997

	13
	4.4788
	    2.3513
	6.5801
	3.4142

	14
	0.9206
	    3.4589
	0.6778
	3.0441

	15
	2.2176
	    4.0880
	1.0908
	0.8209

	16
	0.7735
	    1.4172
	3.2700
	3.7362

	17
	3.9343
	    3.0203
	8.1930
	3.6154

	18
	12.7776
	    2.7544
	1.5300
	1.3074

	19
	19.1447
	    6.1655
	2.2870
	1.2685

	20
	1.2669
	    4.1256
	3.3255
	0.3033

	21
	0.1201
	    2.1045
	1.6016
	1.5579

	22
	0.4670
	    3.1903
	0.7210
	3.6813

	23
	1.2574
	    1.6458
	1.2470
	3.3302

	24
	1.7027
	    1.3992
	5.1143
	4.6541

	25
	1.9665
	    1.4857
	1.4051
	1.8677

	26
	1.6057
	    1.9511
	3.2912
	2.4892

	27
	4.7751
	    1.0008
	0.0941
	1.5049

	28
	2.8621
	    3.4566
	0.2488
	4.7663

	29
	0.9153
	    0.9050
	0.7559
	4.0667

	30
	0.1256
	    0.4497
	1.7862
	1.4394

	MAPE (%)
	3.2267
	    3.0503
	2.6744
	2.5008


From TABLE II & III, it can be seen that the proposed method which combines the evolutionary algorithms with ANN has enhanced the accuracy of the forecasted load values effectively in comparison to that of just ANN.  Also, it can be seen from TABLE II & III that in most of the days, relative error evaluated by the proposed method (ANN-MHBMO) has decreased effectively. The maximum value of the relative error for the combined method (ANN-MHBMO) is 8.3365 percent which has happened in the 9th day of November, while the maximum value of the relative error of prediction with just ANN is 9.7528 percent in the 9th day of the month. The initial value of MAPE is 3.2267 percent by AR model, while the proposed method has improved this value by 1.4216 percent decrease to 1.8051 percent. Also, it can be inferred from this table that the proposed method has improved the training process effectively so that the new weighting and biasing factors can predict the actual load values more precisely than the ANN alone method. By comparing the second column to the fifth column of Table II, it is evident that the proposed algorithm (MHBMO) has much more ability in the optimization process than the other algorithms which are mentioned in the table.
TABLE III
Comparison of ANN-evolutionary methods in load prediction of November month, 2010

	day
	ANN-GA
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	ANN-HBMO
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	ANN-PSO
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	ANN-MHBMO
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	1
	3.3259
	1.0010
	2.8724
	1.9920

	2
	1.1047
	0.8472
	0.0582
	1.2007

	3
	1.7922
	5.5873
	0.1164
	0.8052

	4
	1.1777
	2.2321
	0.2576
	1.4279

	5
	6.9027
	0.1296
	6.5536
	0.9229

	6
	2.6903
	1.8453
	2.0366
	0.8986

	7
	0.7637
	2.8974
	0.9982
	0.8585

	8
	1.5258
	3.6998
	2.0729
	0.1259

	9
	1.7833
	7.2821
	1.2581
	8.3365

	10
	5.1499
	2.0102
	4.3149
	6.0798

	11
	1.8001
	0.0054
	1.4534
	1.3691

	12
	1.7503
	2.7400
	0.3396
	1.4724

	13
	3.3470
	3.8754
	2.1914
	1.7324

	14
	2.7802
	2.8742
	3.7686
	1.2662

	15
	0.7328
	1.3294
	1.3121
	3.0363

	16
	3.5745
	2.7483
	4.3007
	2.1653

	17
	3.3400
	7.3041
	2.8693
	0.3799

	18
	1.4530
	1.2201
	0.2133
	0.5077

	19
	0.6454
	3.1287
	0.7769
	3.1706

	20
	0.2116
	2.3293
	0.4421
	1.1834

	21
	1.5563
	1.0281
	0.5008
	2.8031

	22
	3.3624
	0.6431
	3.1151
	1.1565

	23
	3.1344
	0.0882
	2.6015
	3.6854

	24
	1.9781
	4.2534
	3.4032
	0.3687

	25
	3.9983
	0.9832
	0.8232
	0.5186

	26
	1.6843
	2.6327
	2.2486
	0.8796

	27
	0.3180
	0.2311
	0.9824
	0.1176

	28
	3.1213
	0.0075
	3.9193
	0.8189

	29
	1.8441
	0.6799
	3.2834
	0.2290

	30
	1.2205
	0.4503
	1.0989
	4.6443

	MAPE (%)
	2.2690
	2.2788
	2.0061
	1.8051


In order to understand the improvement of the accuracy of the predicted load values more deeply, in Fig. 3 the bar diagram of σ is depicted comparatively. Note it that for the goal of preventing confusion, in Fig. 3, just the results of ANN and ANN-MHBMO are shown and the results of the other methods are neglected. The gray bars are the results of the load prediction by ANN method and the black bars belong to the combined method (ANN-MHBMO). From this figure, the superiority of the proposed method is evident too.

Fig. 3. Bar diagram of the relative error

VI. Conclusion

In this paper, an appropriate modified algorithm based on HBMO algorithm (MHBMO) is introduced to improve the load prediction accuracy. Moreover, a new training method based on the combination of evolutionary algorithms and ANN is proposed to overcome the deficiencies which exist in the direct use of evolutionary algorithms for the train of ANNs. In order to see the feasibility and accuracy of the proposed method, the real data of load consumption of Fars province in Iran is used as the case study to predict the electricity load consumption of the next month. Testing the proposed method on the load data, it was shown that the proposed combined method has a dominant ability to improve the training process of ANN so that the degree of uncertainty which exists in the forecasted load value will be reduced. 

Also, the superiority of the proposed algorithm (MHBMO) with respect to the other well-known optimization algorithms (Such as GA, PSO and the original HMBO) was shown. In one word, the new combined method can be used in the load prediction problem with good validity and dependability.
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