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Abstract— In contrast with wired networks the time varying 
capacity in a wireless network makes the queue management 
more complicated than that in the wired ones. Moreover, any bit 
error in the acknowledgement packet sounds as the packet loss 
which may be misinterpreted as the congestion occurrence. 
Therefore, the window size will be reduced seriously which 
results in the resource wasting. In addition, large delay which is 
an ordinary aspect in a wireless network causes instability. On 
the other hand in a TCP connection the sources with small RTT 
value allocate the bottleneck link unfairly. The main contribution 
of our study is to design an adaptive robust rate-based queue 
management (ARRQM) based on the gradient projection 
internal model control for a large-delay wireless network to avoid 
the congestion contemporary with weighted fairness, maximum 
utilization and robustness against packet error rate and fading 
phenomena. To the authors’ knowledge this is the first time that 
a queue management is designed for a wireless network with the 
mentioned advantages, simultaneously. The simulation results 
obtained via NS2 and Simulink confirm the analytical 
consequences. 

Keywords- adaptive robust rate-based, congestion control, 
gradient projection, internal model control, weighted fairness, 
wireless access network 

I.  INTRODUCTION 

Due to the incremental number of the sources in a wireless 
access network, the congestion control methodologies have 
attracted many of the researchers during recent years. 
Transmission Control Protocol (TCP) is commonly used in the 
transport layer to control the data flow, based on the time-out 
mechanism and acknowledgements in a communication 
network through which the congestion is controlled only after 
its occurrence [1 and 2]. Consequently, to reduce the packet 
loss and the end to end delay, it is mandatory to design an 
active queue management (AQM) protocol which is 
implemented in the router [ 3 ]. AQM tries to control the 
congestion by adjusting the packet drop probabilities properly, 
to prevent buffer overflow and emptiness in the bottleneck link.  

In a communication network, usually some sources 
compete on a common link, called bottleneck link, for sending 
packets. Fairness means to allocate an appropriate share of the 
bottleneck link to each of the users [4 ]. TCP connections 
inherently make the sources with small delay to allocate the 

bottleneck link unfairly [5]. Therefore, the users which are far 
from the station or have large RTT value (which is common in 
a wireless network) send packets through extremely small 
sending rates. Many approaches have been designed for the 
congestion control in the networks using the average window 
size such as random early detection (RED) [6], Smith [7], 
straightforward AQM (SFAQM) [8], internal model control 
[9], H∞ [10 and 11]. However, none of them can achieve 
fairness. To this aim some authors considered the rate-based 
procedures. For example Aweya et al. in [12] considered the 
aggregate rate through which the fairness could not be 
obtained. The optimization protocols are also considered in this 
area such as in [13], but only the state of the output queue is 
controlled and there is no control on the rates and input queue. 
Quet et al. in [14] tuned the sending rates to some constant 
values which had also no fairness characteristic because 
fairness does not mean determining a fixed value to each 
source [15]. Robustness against variation in the number of the 
sources is studied in [16] but weighted fairness is not obtained. 
Unal et al. in [17] compared some PI procedures with the 
consideration of the utilization characteristic in a network, but 
fairness is not investigated. 

Due to the acknowledgement checking in a TCP 
connection, any bit error in the acknowledgement packet will 
be inferred as the packet loss. Therefore, it is mistaken as the 
congestion. Moreover, as in a wireless access network the data 
is transmitted through the open air, high Packet Error Rate 
(PER) is occurred which is the average expected number of 
errors in the packets during a period of time. In the case of PER 
existence TCP implementation reduce the window size to its 
half value and consequently the throughput value will be 
decreased seriously [ 18 ]. On the other hand the fading 
phenomena makes the bottleneck link capacity in the wireless 
networks to be varying in contrast with the wired 
communications [ 19 ]. Therefore, it is mandatory for the 
procedure to be robust against such disturbances. It is obvious 
that the node which handles the wireless links is the bottleneck. 
So the network topology which is considered in this paper 
consists of a bottleneck link and N TCP sources with some 
wireless access links. To the mentioned contributions in the 
wireless access network, the congestion control is still a vital 
problem although there are investigations of AQM. Some 
authors have proposed methods for the wireless networks in 
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[20] and [21] with time-varying capacity, but their procedure is 
not robust against the variation in the number of the sources 
and PER. Procedures proposed in [18] and [22] have taken into 
account PER in the wireless networks, but they have 
considered neither any bit error in the acknowledgement packet 
nor fading phenomena nor any variations in the number of the 
sources. Some papers such as [23] have considered wireless 
access link using average window size through which fairness 
has not been obtained.  

The principal contributions of our study is listed as below. 

 An Adaptive Robust Rate-based Queue Management 
(ARRQM) for a wireless access network is designed based 
on two degree of freedom internal model control (TDF-
IMC) procedure. 

 The proportion of the bottleneck link which is used by each 
source is considered as the utilization factors. The 
utilization factors are updated through an adaptive law 
obtained by the gradient method (weighted fairness).  

 It is desired in a communication network that the sources 
use the maximum size of the bottleneck link bandwidth in 
order to avoid the link emptiness and overflow. Therefore, 
the projection method is accompanied with the gradient 
protocol through which both weighted fairness and 
maximum utilization are obtained. 

 The advantages of the proposed procedure are weighted 
fairness, maximum utilization and robustness against PER 
and capacity variations caused by fading phenomena. Also 
the number of active sources and the utilization factors are 
determined adaptively.  

 The procedure can tolerate large RTT effects [24] which is 
usual in the wireless networks. 

 The analytical and simulation results verify these 
consequences and also they illustrate that the response has 
no oscillations and no delay jitter. 

 To the authors’ knowledge this is the first time that the 
fading problem, PER and variations in the number of the 
sources are considered in a large-delay wireless access 
network, simultaneously, and an adaptive robust rate-based 
congestion control is designed based on the gradient 
projection method with all of the mentioned advantages 
altogether.  

The rest of the paper is organized as follows: The 
TCP/AQM dynamics are represented as a linearized fluid-flow 
model in Section II which is described as a multi-input single-
output system. The adaptive two degree of freedom (ATDF) 
internal model (IM) controller is designed in Section II.B. The 
weighted fairness and maximum utilization are obtained via the 
gradient projection method in Section III. Some performance 
aspects such as the tracking problem and the robustness against 
disturbances and uncertainties are discussed in Section IV. 
Section V represents the simulation results obtained through 
NS2 and Simulink. Finally the conclusion remarks are denoted 
in Section VI.  

II. SYSTEM MODEL 

In a TCP implementation, the users with small RTT values 
allocate the bottleneck link to themselves. As a result it is 
mandatory to determine the link allocation for the users by 
controlling the sending rates to the specific values (weighted 
fairness). This aim can be obtained via the rate-based model. 
On the other hand, the procedure should be usable in the large 
RTT networks which is common in the wireless access links. 
On the other hand, occurring any error even in one bit of the 
acknowledgement packet is mistaken as the congestion event. 
To overcome such an obstacle, the packet error rate (PER) is 
modeled as the input disturbance which is formulated as below: 

S
BERPER PP )1(1   (1) 

where PBER denotes the bit error rate and S represents the 
acknowledgement packet size.  

 Another important concept in a wireless network is the 
fading effect which causes the time varying capacity and 
packet loss. The resultant varying capacity is represented by 
the log-Normal distribution as below [25]: 
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where SNR is the ratio of the average received signal to the 
noise power (dB), h denotes the time-varying channel gain, σ is 
the variance of y and the modulation gain is represented by M. 
In a wireless access network, the router which is responsible 
for the packet transmission through the wireless links is 
considered as the bottleneck node. 

A. Fluid flow model of a TCP/AQM 

Kunniyur and Srikant in [26] and [27] proposed a rate-
based fluid flow model for a single bottleneck TCP source as 
below through which the slow start and timeout mechanism are 
ignored. The queue dynamic of the bottleneck link is proposed 
in [14] as represented in (4): 
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where ri(t) is the i’th TCP source rate (packets/seconds), 
di(t)=q(t)/C(t)+Tpi is the i’th TCP source round trip time (RTT) 
(seconds), Pi(t) is the TCP packet marking probability, θ is the 
parameter characteristic which demonstrates the type of the 
TCP source1, q(t) is the queue length, C(t) is the time-varying 
link capacity which is caused by the fading phenomena 
(packets/sec) and N is the number of the active TCP sources. 
Since at every RTT, in congestion avoidance mode, the TCP 
window size increases by one and the sending rate is 
proportional to the window size, it is approximated that 
ri(t)=ri(t-d0i(t)). 

The steady state throughput, r0i, is obtained via the steady 
state values of the packet marking probability (P0i) and round 
trip time (d0i) from (3) as below. The equilibrium point is: 

                                                           
1 For instance θ=2/3 is specified for Reno TCP source. 
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Partitioning of the queue with special weights related to 
each users is called weighted fair queuing (WFQ) [28]. To 
obtain WFQ, some utilization factors (ρi , i=1,..,N) are 
designated to each source. Therefore, the portion of the 
bottleneck link which is considered for each source is 
determined by (6)  

00 Cr ii  . 
By small signal linearization around the operating point 

[29], the following equation is obtained from (3) and (4): 
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where ir , iP , q  and C  are the perturbed values around 
the operating point. The parameters with zero subscriptions 
represent the equilibrium point. In order to obtain the 
maximum bottleneck utilization, it is assumed that 
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As a result, by taking Laplace transform form (7) and (8) 
the transfer function from the packet marking probability to the 
sending rate of the i’th TCP source (

itcpG ) and from the 

sending aggregate rate to the queue length (Gqueue) is obtained 
as below: 
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The schematic of the plant is considered as follows: 

 

 

 

 

 
 

Figure 1 : schematic of the TCP network 
where Si denotes the i’th active source, Ri is the i’th receiver, Pi 
represents the drop probability of the i’th TCP packets and q(t) 
is the queue length at time t. As it is illustrated in �7� the 
sources’ sending rates are decoupled from each other. 
Therefore the system can be represented as a multi-input 
single-output system through the following equation. 
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where 
iPG  is as follows: 
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B. ATDF-IM Controller 

The adaptive two degree of freedom internal model control 
(ATDF-IMC) loop is depicted in the Figure 2 [30]: 

 
Figure 2 :TDF-IMC system, 

where PG  is the multi-input single-output system to be 
controlled, r is the reference input, u is the packet drop 
probability, d1 is the input disturbance which is the PER of the 
acknowledgement packets represented in (1), d2 is the output 
disturbance which is due to the fading effects depicted in (2), R 
is the aggregate rate and y is the queue length which are used in 
the online parameter estimator (OPE) subsystem to estimate the 

utilization factors (ρi , i=1,…,N).  NPPP GGG *** ...1  is 
the inner model of the system which is decomposed as below: 
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where iMG*  is the minimum phase part and iAG*  is the all pass 
part of the inner model which are represented in the following 
equation: 
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cG  is the set point tracking controller and dG  is the 
disturbance rejection controller which are designed adaptively 
based on the internal model control (IMC) procedure. It can be 
seen from Figure 2 that 
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Therefore, when the model matches the real process model 
i.e. GP=GP

*e-θs, we have: 
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 As a result, the design of the set point tracking controller is 
decoupled from the disturbance rejection controller which can 

q(t) 

Bottlenec
k router 

Gqueue 

R1

R2

RN
Wireless 

+
 
+
 
+

Gtcp1 

Gtcp2 

GtcpN 

P1 

P2 

PN 

S1 

S2 

SN 

P 



4 
 

be inferred from (17). The set point tracking controller is 
designed based on the IMC method as below: 
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where i̂  is the estimate of the utilization factors which will be 
obtained in the next section. The disturbance rejection 
controller is also designed based on the IMC procedure as  
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where 
iMĜ  is the minimum phase part of the inner model with 

the estimated value of the utilization factors, ni is the relative 
degree of 

iMĜ , λc and λd are the tuning parameters of the set 

point tracking controller and the disturbance rejection 
controller, respectively, which determine the speed of the 
response. 

III. ADAPTIVE WEIGHTED FAIR QUEUEING PROCEDURE 

In this section, the utilization factors (ρi ; i=1,…,N) are 
adapted through two adaptive laws. Weighted fairness is 
obtained through gradient procedure, through which a portion 
of the bottleneck link capacity is designated for each source. As 
the maximum utilization is an important factor for a 
communication network, this issue is assured by combining the 
projection method with gradient procedure.  

A. WFQ 

Basically, a TCP network causes the sources with short 
delays to fully utilize the bottleneck link with no fairness which 
prevents the other sources to use the link suitably. In a 
communication network, fair queueing (FQ) is proposed to the 
router which is designated to some queues, each of which are 
for a flow. To gain such a requirement, the proposed utilization 
factors (ρi ; i=1,…,N) in (6) are designed through gradient 
method in Theorem 1, adaptively, which are obtained in the 
OPE subsystem in Figure 2. 

Theorem 1: For a TCP network with N sources and a 
bottleneck link, the following adaptive law for the utilization 
weight parameters causes the system to operate fairly. 
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where diag(γ1 , … , γN) is the weighting matrix which 
determines the convergence speed of the parameter estimation. 
The proof is provided in [30]. 

B. WFQ with maximum utilization 

The ideal status of a communication network is that all the 
bottleneck link capacity to be used by the sources, which 
means maximum bottleneck utilization. As a result, it is 
mandatory to design the procedure based on the projection 
method contemporary with the gradient protocol through which 
both fairness and maximum utilization can be achieved. To this 
aim, (9) is the desired constraint to obtain the maximum 
utilization. Theorem 2 gives the required adaptive law. 

Theorem 2: In a TCP network with N sources and a 
bottleneck link the following adaptive law for the utilization 
weight parameters causes the system to operate fairly with 
maximum utilization: 
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where I is the identity matrix ϵ RN*N and {γi ; i=1,…,N} have 
been defined previously. The proof is provided in [30]. 

The reference value for the steady-state utilization weights 
are considered as below: 
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where N is the number of active sources. The active sources 
will be obtained based on the following relationship: 

If ri(t) > 0 then the ith source is active ; 
If ri(t) = 0 then the ith source is inactive . (22) 

Considering the summation of (21), (9) will be reached. 
Therefore, the weighted fair queuing with respect to the delay 
of each source contemporary with maximum utilization will be 
achieved via gradient projection procedure. 

IV. SYSTEM PERFORMANCE  

The major aim of our study is to design the active queue 
management to control the congestion by avoiding the buffer 
overflow in a large delay wireless network contemporary with 
the fading phenomena and PER in the acknowledgement 
packets. Also it is valuable for the procedure to establish the 
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weighted fairness among the sources with different RTT values 
in spite of variations in the number of TCP sources. Some 
specific aspects such as tracking and robustness are scrutinized 
to investigate the proposed procedure.  

A. Tracking 

The important goal of rate-based congestion control in a 
wireless access network is to stabilize the steady-state queue 
length to obtain the congestion control together with the 
convergence of the steady-state flow rate to the desired value 
for the aim of the fair queuing. Therefore, the tracking problem 
is studied here. In this part the model is considered to be 
matched with the real plant. The input of the system is assumed 
as the step function with the desired value as below: 
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In the disturbance free case it can be inferred from (16) that 
steady-state value of the output signal (y∞) and the flow rate of 
each source are as follow via final theorem and certainty 
equivalence principle: 

  0
1

0

010 1

ˆ
limlim

0

q
s

eq
rGGsy

N

i
n

Ci

sd
i

s
ref

N

i
cipi

s i

i






















 










  

ii
r

T
C

q

q
rGGsr

pi
i

ii
refCtcp

s
ss 0

ˆ
ˆ

lim
0

0

0







  


Conclusively, (24) illustrates that the congestion in the 
router will be avoided and the system is stable for all RTT 
values. Also it is concluded that the less λC (controller 
parameter) the more convergence speed. Moreover, it can be 
inferred from (25) that the weighted fairness is obtained 
through this procedure for a wireless network with large RTT 
value.  

B. Robustness 

It is desired for a queue management procedure in a 
wireless communication network, to be robust against PER in 
the acknowledgement packets (as the input disturbance), fading 
phenomena (considered as the output disturbance) and the 
parameter variations such as changing in the number of the 
sources. To analyze the robustness of the proposed scheme, 
nonzero disturbances are considered in Figure 2. Therefore, 
from equations (11), (12), (13), (16), (18) and by using the final 
value theorem, the steady state value of the output signal is 
obtained as follows: 
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Consequently, the procedure rejects any kind of disturbance 
signal. On the other hand, in the disturbance free case, when 
the system parameters change, the real plant model does not 
match with the model )(ˆ sGp . Therefore, the output signal can 

be achieved via equations (11), (12), (15), (17), (18) and the 
final value theorem: 
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where piK̂  is the real plant parameter which has been changed 

and Kpi is the model parameter as below: 
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The input signal is considered as in (23). The uncertain 
parameter is demonstrated by hat in (28). Therefore, the output 
signal converges to the desired value, despite there exists 
uncertainty in the plant parameters. 

Consequently, the proposed procedure is robust against 
parameter uncertainties and disturbances such as fading and 
PER. 

V. SIMULATION RESULTS: 

In this section the simulation results of the proposed 
procedure in a wireless access network is illustrated. Two TCP 
sources are considered with different RTT values. The 
congestion avoidance and weighted fairness are scrutinized in a 
wireless network with PER and capacity variation. The 
network topology is considered as illustrated in Figure 1, with 
Tp1=1ms, Tp2=8ms, with the link bandwidth of 15Mb/s, and the 
packet size of 500 Bytes through which the bottleneck links 
capacity is 3750 packets/s. The bit error rate is distributed 
between 1.25*10-7 and 5*10-5 each of which is kept for 0.5s 
before jump to another and the acknowledgement packet size is 
assumed as 40 Bytes. The signal to noise ratio is 10dB, the 
time varying channel gain is considered as Gaussian(0,0.001) 
and the modulation gain is 700 [31]. The sending rates of each 
source is demonstrated in Figure 3 illustrates that the second 
source rate, which has higher RTT value, is more than the first 
one. Accordingly, the weighted fairness is achieved through 
this procedure. 
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Figure 3  : The sending rates of each source. 

To evaluate the designed procedure it is also simulated 
through Network Simulator 2 (NS2). To this aim it is required 
to discretize the controllers and the parameter estimation laws. 
Bilinear transformation is utilized to convert s to 
   )1()1(2  zTz s , where Ts is the sampling time. Sampling 
frequency is considered around 10 times of the loop bandwidth 
[24]. The pseudo code which is used in the C++ source file can 
be generated via the difference equation obtained from the 
discrete time controllers. A wired-cum-wireless dumbbell 
network topology is considered for NS2 simulation with 50 
FTP flows through which the delay of 25 of them are lower 
than the others. The desired value of the queue length is 
assumed as 125 packets. The bottleneck link capacity is 
considered as 1400 (pakcets/s), the packet size is 500 bytes and 
TCP Reno is assumed as the transport agent. Figure 4 and 
Figure 5 illustrate the queue length evolution when the RTT 
value of the bottleneck link is considered as 100 ms and 500 
ms, respectively.  

 
Figure 4 : The queue length evolution obtained via NS2 (RTT=100ms) 

 
Figure 5 : The queue length evolution obtained via NS2 (RTT=500ms) 

As it can be inferred from Figure 4 and Figure 5, the 
average queue length converges to the desired value in the 

networks with small and large RTT values. Consequently, the 
congestion avoidance is obtained via this procedure 

 
Figure 6: Comparison of queue length for ATDF-IMC (solid line) and PI 
(dotted line) procedures via NS2 (RTT=100ms). 

It is illustrated in Figure 6 that the queue length does not 
converge to the desired value through PI procedure in a 
wireless access network. However, ATDF-IMC can lead to the 
desired value for the queue length evolution. 

Therefore, simulation results, obtained from NS2 and 
Simulink, confirm that the procedure can avoid congestion in a 
wireless access network with the advantages of weighted 
fairness, maximum utilization and robustness against PER and 
fading phenomena. Moreover, the procedure can be proposed 
in the wireless networks with large RTT value effectively with 
no buffer overflow. 

VI. CONCLUSION 

Due to the increasing demand on the wireless networks and 
the capacity limitation, it is mandatory to design a congestion 
control. Opposed to the wired networks, the fading phenomena 
causes the capacity variations in the wireless networks. In 
addition, the packet error rate (PER) which is imposed by any 
bit error in the acknowledgement packet causes the packet loss. 
So this may be misunderstood as the congestion occurrence 
which enforces decreasing in the window size and wasting the 
system resources. Therefore, the queue management designing 
in a wireless network is more sophisticated than that in the 
wired ones. Moreover, large delay which is a common issue in 
the wireless networks makes the control system to be unstable. 
On the other hand the TCP implementation imposes the 
sources which has small delay to communicate with a large 
sending rate unfairly. Consequently, in this study an adaptive 
robust rate-based queue management (ARRQM) is designed 
based on the internal model control which can tolerate large 
RTT effects. The weighted fairness is achieved via the gradient 
method and the maximum utilization, which is an imperative 
characteristic in a communication network, is gained through 
the gradient projection protocol. It is proved through analytical 
results that the procedure is robust against any parameter 
uncertainties and external disturbances such as PER and 
capacity variations. As a result it can be used in the wireless 
access networks effectively. The procedure performance is also 
evaluated through NS2 and Simulink simulation results which 
approved the analytical proofs. 
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