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Abstract—Anomaly detection has been an interesting topic in 

hyperspectral imagery. Most anomaly detection methods use 

spectral information for detecting targets. In this paper we 

propose a method which uses both spectral and spatial 

information for detecting anomalies: differential morphological 

profile anomaly detection (DMPAD). This method utilizes 

principal component analysis (PCA) and differential 

morphological profile (DMP) to extract spectral and spatial 

information from hyperspectral image (HSI), respectively. The 

experimental results confirm DMPAD method’s superiority to 

three mostly used anomaly detection methods, namely PCA, fisher 

linear discriminant (FLD) and Reed-Xiaoli (RX) methods. 

DMPAD detects more accurate targets and less false alarm in 

comparison with competing method.  
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I.  INTRODUCTION  

Remotely sensed hyperspectral imagery is of interest due to 
its capability to extract valuable information from objects or 
scenes located on the earth surface [1]. One of the most attractive 
topics in remote sensing is target detection. In remote sensing, 
target is not a specific object; It is considered whatever has 
specific feature like certain spectra or something that has 
considerable different from its background. Target detection 
methods in hyperspectral imagery, can be categorized into two 
main classes [2]: 1) signature matching-based [3] 2) anomaly 
detection [4]. In signature matching-based methods, a priori 
knowledge about target spectra is essential for detection and that 
spectra can be obtained from a spectral library or, by applying 
spectral matched filters on training data samples [5], however in 
anomaly detection no a priori information about target spectra 
is needed. Generally speaking, anomaly detectors try to locate 
whatever looks spatially or spectrally different from its 
neighborhood [5]. Anomaly detection has been alluring topic in 
hyperspectral imagery due to its wide applications such as 
detecting location of crop stress in precision farming, finding 
scarce minerals in geology, oil and environmental pollution 
analysis, detecting landmines for public safety, and military 
applications [6], [7]. Due to the diversity of these applications, 
different methods have been proposed. One of the most popular 
methods is Reed-Xiaoli (RX) which has been considered as the 
benchmark for performance evaluation of hyperspectral 
anomaly detectors [1], [8]. Even though RX anomaly detector 

has been extensively used, it faces some problems due to 
assumption about its background density function. RX detector 
considers multivariate normal distribution for background 
density function, which does not hold in many scenarios because 
local background can be too complex to be characterized by a 
multivariate normal distribution [2]. Another well-known 
method in anomaly detection is principal component analysis 
(PCA) [9]. Fisher linear discriminant (FLD) is another method 
which is used in anomaly detection. By defining between-class 
and within-class scatter matrices, FLD tries to produce a 
projection separation so that the between-class distance is 
maximize and the within-class distance is minimize [5]. 

It is worthwhile to mention that all aforementioned anomaly 
detection methods are based on spectral information of scenes, 
whereas using spatial features can give us valuable information 
about anomalies. The use of spatial information in hyperspectral 
image analysis have been extensively used in [10-12]. We 
propose derivative morphological profile anomaly detection 
(DMPAD) method which utilizes both spectral and spatial 
information of hyperspectral data to detect anomalies. In 
DMPAD, we use PCA for extracting spectral information, and 
differential morphological profile (DMP) for spatial features 
extraction. It is noteworthy that both PCA and DMP are fast and 
easy-to-implement operations. In this paper we use San Diego 
airport hyperspectral image for evaluating our proposed method. 

The remainder of this paper is organized in the following 
manner. Section II represents a brief overview of the mostly 
utilized anomaly detection methods. Section III introduces the 
proposed method. Experimental results and conclusion are 
represented in Section IV and V respectively.  

II. RELATED WORKS 

In this section we will have a brief overview on three most 

popular anomaly detection methods: RX, PCA and FLD. It is 

noteworthy that most anomaly detection methods are based on 

dual-window approach [8]. Inner window region (IWR) and 

outer window region (OWR)  shown in Fig. 1.The inner 

window size is selected so that it can surround the biggest 

target, so we need some a priori information about the size of 

the targets of interest. To avoid mixing the statistics of IWR and 

OWR, using a guard window which is slightly larger than inner 

window size, has been considered. 



 

 
It is remarkable to mention that we did not use dual window 

approach directly in the proposed methods, though, we use the 

concept for choosing the size of morphological filters. 

A. Reed-Xiaoli 

The RX detector has been introduced by Reed and Yu [13]. 

RX detector is considered as the benchmark for hyperspectral 

anomaly detection because it considers spectrum of targets as 

unknown and the background covariance matrix, as well. RX 

detector is the square of Mahalanobis distance and is given by 

 𝐑𝐗(𝐫) = (𝐫 − 𝛍out)𝑇𝐂out
−1 (𝐫 − 𝛍out) 

where 𝐫 is the pixel under test, 𝛍
out

 and 𝐂out
−1  are spectral mean 

vector and spectral covariance matrix of the outer window 
around the pixels, respectively. 

B. Principal Component Analysis 

Applying PCA transform on hyperspectral data is one of the 
most popular methods which is used in dimensionality reduction 
[14] and feature extraction[15],[16]. PCA by minimizing the 
mean square error (MSE) of represented signal produces 
uncorrelated features. The Utilize of PCA transform in anomaly 
detection have been presented in [5]. Related PCA equations is 
as follows  

 𝐂out = 𝐕𝚲𝐕 

aforementioned equation represents covariance matrix of outer 
window in terms of its eigenvectors 𝐕 and eigenvalues 𝚲. By 
choosing m first eigenvectors which relates to most eigenvalues, 
we have 

 𝐁PCA = 𝐕̃ = [𝐯1, 𝐯2, … , 𝐯𝑚] 

where 𝑚 is an adjustable constant which can be altered and has 
direct influence on performance of anomaly detector. 

 

 

Finally the PCA anomaly detector is given by 

 𝐏𝐂𝐀(𝐫) = (𝐫 − 𝛍out)
𝑇(𝐁PCA𝐁PCA

𝑇 )(𝐫 − 𝛍out) 

Aforementioned equation can be implemented by inner window 

too, just 𝐁PCA  will be corresponding eigenvectors of inner 

window covariance matrix and 𝛍
out

 should replace with 𝛍in. In 

this paper results are based on outer window which shows better 
result than inner window 

C. Fisher Linear Discriminant 

In spite of RX and PCA methods, which did not consider 
information of inner window and outer window simultaneously, 
FLD utilizes IWR and OWR data by defining between-class 

scatter matrix 𝐒B = (𝛍
in

− 𝛍
out

)(𝛍
in

− 𝛍
out

)𝑇
  and within-class 

scatter matrix 𝐒tot = 𝐂out + 𝐂in   represented in detail in [5] 

where 𝐂in  and 𝐂out  are corresponding covariance matrices of 
inner and outer window. The FLD anomaly detector given by  

 𝐅𝐋𝐃(𝐫) = (𝐫 − 𝛍out)𝑇(𝐁FLD
∗ (𝐁FLD

∗ )𝑇)(𝐫 − 𝛍out) 

where 𝐁FLD
∗ = 𝐒tot

−1(𝛍in − 𝛍out)  which extract from equation 
below  

 𝐁FLD
∗ = max

𝐁FLD

𝐽(𝐁FLD) =
|𝐁FLD

𝑇 𝐒B𝐁
FLD|

|𝐁FLD
𝑇 𝐒tot𝐁

FLD
|
              

which tries to maximize between-class separation and minimize 
within-class compactness. 

I. PROPOSED METHOD 

In this section we introduce our propose anomaly detection 
method, which is called DMPAD.  The flowchart of DMPAD  

Fig. 1.  An example of dual concentric window with guard 

band 

Fig 2.   Flowchart of DMPAD method 



 

 

algorithm has been shown in Fig. 2. The description of DMPAD 
is represented in detail as follows:  

1- At first, we do a PCA on hyperspectral data. The number of 
Principal Components (PCs) are selected based on main 
component which have more than 99.9% information (energy) 
of Hyperspectral data. In our experiments, ten PCs are selected. 
The use of this step help us to utilize spectral information of data, 
also it reduces complexity of algorithm because of reduction in 
dimension of data. 

2-   After applying PCA, we put a high threshold on summation 
of all PCs, for detection of target candidates. See Fig. 2. Putting 
high threshold causes accessing reliable target candidates. 
Extracting reliable target candidates can lead us to more accurate 
post processing steps  

3-   In this step, we will obtain a target map which can be used 

for finding target pixels location and can be utilized for 

comparing target candidates gray level with their background 

gray level. For comparison, a window (which surround the target 

candidates and contain three times more pixels than target 

candidates pixels) considers and gray level mean of target 

candidates compares with gray level mean of its background.   

4- After aforementioned comparison, differential morphological 
profile by opening reconstruction (DMPO) or differential 
morphological profile by closing reconstruction (DMPC), 
adaptively will choose, for applying on each PC. Adaptively 
means that if gray level mean of target candidates is more than 
gray level mean of its background, (due to inherent 
morphological filter features) the use of DMPO is suggested and 
will choose automatically, and if gray level mean of target 
candidates is less than gray level mean of its background, the use 
of DMPC is proposed. So, this method by using simple 
comparison between gray level mean of target candidates and 
background, adaptively diagnoses which branch (DMPO or 
DMPC) should be implement on each PC. DMP has been 
represented in detail in [17], and we have brought a brief 
overview of it. 

DMP can be implemented either with opening by reconstruction 
or closing by reconstruction. Opening by reconstruction can be 
implemented by an erosion with the Structure Element (SE) and 
follows reconstruction by a dilation. We denote opening by 

reconstruction with 𝜔𝑅
𝑖 (𝑔)  that i  is SE size, R  comes from 

reconstruction and g  is an image which opening by 

reconstruction applies on it. With respect to duality, we have 

𝛿𝑅
𝑖 (𝑔)  which is closing by reconstruction and defined as the 

dilation of the image with specific SE size that follows a 
reconstruction by an erosion. The opening morphological 
profile, formulized as follows  

 Ω𝜔𝑅(𝑔) = {Ω𝜔𝑖: Ω𝜔𝑖 = 𝜔𝑅
𝑖 (𝑔), ∀𝑖𝜖[0, … , 𝑛]}

in a similar way for closing morphological profile we have  

 Ω𝛿𝑅(𝑔) = {Ω𝛿𝑖: Ω𝛿𝑖 = 𝛿𝑅
𝑖 (𝑔), ∀𝑖𝜖[0, … , 𝑛]}

so, DMP can be defined 

 Δ𝜔𝑅(𝑔) = {Δ𝜔𝑖: Δ𝜔𝑖 = Ω𝜔(𝑖−1) − Ω𝜔𝑖 , ∀𝑖𝜖[1, 𝑛]}   

 Δ𝛿𝑅(𝑔) = {Δ𝛿𝑖: Δ𝛿𝑖 = Ω𝛿(𝑖−1) − Ω𝛿𝑖  , ∀𝑖𝜖[1, 𝑛]} 

where (9) is DMPO and (10) is DMPC. In this step we 
implement the DMPO or DMPC on each PC and summation of 
them considers as final target map.  

5-   Finally, by putting a threshold, binary target map obtains. 

II. EXPERIMENTAL RESULTS 

In this section, we bring our proposed method results, 
furthermore we compare our results with three method which are 
PCA, FLD and RX. The hyperspectral image has been used in 
our experiments is part of San Diego airport in USA. It has 189 
spectral bands and spatial resolution of 3.5 m, we do our 

experiments on 80 80  region of that.  Nineteenth band of San 

Diego hyperspectral data and region under test is shown in Fig. 
3. For implementation DMPAD method, we consider line and 
square with dimension of 2 and 8 × 8, respectively as SEs. The 
reason for choosing line and square is inherent feature of DMP 
which gives us residues of two successive filtering operation [8] 
and when we consider line as a filter more residues that means 
better target surface, extracts and has considered as anomaly. We 
examine three sets of filter for SEs that were line-square, line-
disk and disk-square and as we expected, line-square and line 
disk had better results in comparison with disk-square, because 
less residues remain when we subtract disk and square from each 
other. Experimental results shows better performance when we 
use line-square as SEs with aforementioned sizes. For selecting 
dimension of windows we follow a similar approach like dual-
window. We choose square filter SE size in a way that surround 
the biggest target and line filter 2 for much more residues. It is 
worthwhile to mention that the degree of line SE has negligible 
effect on detecting anomalies and we consider it 0. Fig. 4 
represents implementation results of different anomaly detection 
methods on San Diego hyperspectral image. 

 

Fig. 3.   Nineteenth band of Hyperspectral image and region 

under test 



 

 

 

 

 

 

As can be seen from Fig. 4, the proposed method shows 
better performance in comparison with three other methods. 
results show that PCA method has not acceptable performance 
in margin of the image, FLD method detects less target than 
DMPAD and RX detects more false alarm in comparison with 
aforementioned method. Actually DMPAD method detects 
more accurate targets and also it has less false alarm in 
comparison with three others. In Fig. 5, the receiver operation 
characteristics (ROC) curve, which illustrates probability of 
detection versus probability of false alarm has been plotted. 
ROC curve is a mean to evaluate performance of detector 

independent from selecting threshold  𝜂 . As can be seen, 
proposed method (DMPAD) shows better detection probability 
in specific false alarm. 

III. CONCLUSION 

We proposed DMPAD method for anomaly detection in 
hyperspectral imagery. Different from well-known anomaly 
detection methods which utilizes spectral information of 
hyperspectral image, DMPAD uses both spectral and spatial 
features of the scene for detecting anomalies. We suggested 
differential morphological profile for extracting spatial features 
and PCA for extracting spectral information of the scene. We 
compared DMPAD with three well-known methods; RX, PCA 
and FLD. Experimental results proved superiority of DMPAD 
method to competing methods. DMPAD method could detect 
more accurate targets. Also it provoked less false alarms in 
comparison with three others. 
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